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#### Abstract

The multispecies asymmetric simple exclusion process (mASEP) is a Markov chain in which particles of different species hop along a one-dimensional lattice. This paper studies the doubly asymmetric simple exclusion process $\operatorname{DASEP}(n, p, q)$ in which $q$ particles with species $1, \ldots, p$ hop along a circular lattice with $n$ sites, but also the particles are allowed to spontaneously change from one species to another. In this paper, we introduce two related Markov chains called the colored Boolean process and the restricted random growth model, and we show that the DASEP lumps to the colored Boolean process, and the colored Boolean process lumps to the restricted random growth model. This allows us to generalize a theorem of David Ash on the relations between sums of steady state probabilities. We also give explicit formulas for the stationary distribution of $\operatorname{DASEP}(n, 2,2)$.
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## 1 Introduction

The asymmetric simple exclusion process (ASEP) is a model from statistical mechanics introduced by Macdonald-Gibbs-Pipkin [12] and Spitzer [17], which describes a Markov chain for particles hopping left or right along a one-dimensional lattice such that each site contains at most one particle. It can be used to model traffic flow or translation in protein synthesis. There are many variations of the ASEP: the lattice can have open, half open, closed, or periodic boundaries, and there can be reservoirs (see Liggett [10, 11]). Particles can exhibit different species, and this variation is called the multispecies ASEP (mASEP). The asymmetry can be partial, so that particles are allowed to hop both left and right, but one side is $t$ times more probable, and this is called the partially asymmetric exclusion process (PASEP). The ASEP is closely related to a growth model defined by Kardar-Parizi-Zhang [8], and various methods have been invented to study the ASEP, such as the matrix ansatz introduced by Derrida et al. in [5]. The combinatorics of the ASEP was studied by many people, see [2, 3, 4, 7, 13].

[^0]Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ be a partition with $\lambda_{1} \geq \cdots \lambda_{n} \geq 0,|\lambda|$ be the sum of all parts of $\lambda$, and $m_{i}=m_{i}(\lambda):=\#\left\{j: \lambda_{j}=i\right\}$ be the number of parts of $\lambda$ that equal $i$. We also denote $\lambda$ by $1^{m_{1}} 2^{m_{2}} \cdots$. Let $\ell(\lambda)=\sum_{i} m_{i}(\lambda)$ denote the length of $\lambda$. We write $S_{n}(\lambda)$ as the set of all weak compositions obtained from permuting the parts of $\lambda$. The mASEP can be thought of a Markov chain on $S_{n}(\lambda)$ [4, Definition 1.2], or a coupling of multiple ASEP [13]. The stationary distribution of the mASEP is related to Macdonald polynomials [4] and multiline queues [7].

Let $n$ be the number of sites on the lattice, $p$ be number of types of species, and $q$ be the number of particles. David Ash [1] defined the doubly asymmetric simple exclusion process $\operatorname{DASEP}(n, p, q)$. The DASEP is a variant of the mASEP but also allows particles to spontaneously change species. This might be applied to biology models involving evolutions, or traffic flow problem that also tracks the gears of the cars. If $p=1$, $\operatorname{DASEP}(n, 1, q)$ is the usual 1 -species PASEP on a ring.

Definition 1. [1] Let $n, p, q$ be positive integers with $n>q$, and let $u, t \in[0,1)$ be constants. The doubly asymmetric simple exclusion process $\operatorname{DASEP}(n, p, q)$ is a Markov chain on the set of words (or weak compositions) of length $n$ in $0, \ldots, p$ with $n-q$ zeros:

$$
\Gamma_{n}^{p, q}=\bigcup_{\substack{\lambda_{1} \leq p, \ell(\lambda)=q}} S_{n}(\lambda)=\bigcup_{m_{1}+\cdots+m_{p}=q} S_{n}\left(1^{m_{1}} \cdots p^{m_{p}}\right)
$$

The transition probability $P(\mu, v)$ on two states $\mu$ and $v$ is as follows:

- If $\mu=A i j B$ and $v=A j i B$ (where $A$ and $B$ are words in $0, \ldots, p$ ) with $i \neq j$, then $P(\mu, v)=\frac{t}{3 n}$ if $i>j$ and $P(\mu, v)=\frac{1}{3 n}$ if $j>i$.
- If $\mu=i A j$ and $v=j A i$ with $i \neq j$, then $P(\mu, v)=\frac{t}{3 n}$ if $j>i$ and $P(\mu, v)=\frac{1}{3 n}$ if $i>j$.
- If $\mu=A i B$ and $v=A(i+1) B$ with $i \leq p-1$, then $P(\mu, v)=\frac{u}{3 n}$.
- If $\mu=A(i+1) B$ and $v=A i B$ with $i \geq 1$, then $P(\mu, v)=\frac{1}{3 n}$.
- Otherwise $P(\mu, v)=0$ for $\mu \neq v$ and $P(\mu, \mu)=1-\sum_{v \neq \mu} P(\mu, v)$.

Remark 1. There is an inherent cyclic symmetry in the definition, so that a state has the same dynamic under any cyclic permutation.

This Markov chain is irreducible and aperiodic, so it has a unique stationary distribution $\pi$ given by rational functions in $u$, $t$, which satisfies the global balance equations $\pi(\mu) \sum_{v \neq \mu} P(\mu, v)=\sum_{v \neq \mu} \pi(v) P(v, \mu)$ for any state $\mu$. For convenience, we clear the denominators and obtain the "unnormalized steady state probabilities" $\pi_{\text {DASEP }}$ which are proportional to the stationary distribution by a factor of the partition function $Z_{n}^{p, q}=$


Figure 1: The state diagram of $\operatorname{DASEP}(2,2,1)$ and $\operatorname{DASEP}(3,2,2)$. Bold edges denote changes in species, while regular edges denote exchanges of particles of different species or between particles and holes.
$\sum_{\mu \in \Gamma_{n}^{p, q}} \pi_{\text {DASEP }}(\mu)$. We require the unnormalized steady state probabilities to be coprime so they are uniquely defined.

Our first main result concerns the ratio between the sums of certain sets of $\pi_{\text {DASEP }}(\mu)$. For each partition $\lambda$ with length $q$ and each binary word $w=\left(w_{1}, \ldots, w_{n}\right)$ with $q$ ones and $n-q$ zeros, define

$$
S_{n}^{w}(\lambda):=\left\{\mu \in S_{n}(\lambda) \mid \mu_{i} \neq 0 \text { if and only if } w_{i} \neq 0\right\}
$$

as the equivalence class of weak compositions $\mu$ obtained from permuting $\lambda$ whose support is equal to $w$. Then we have $\left|S_{n}\left(1^{m_{1}} \cdots p^{m_{p}}\right)\right|=\left(\begin{array}{c}n-q, m_{1}, \ldots, m_{p}\end{array}\right)$ and $\left|S_{n}^{w}\left(1^{m_{1}} \cdots p^{m_{p}}\right)\right|=$ $\binom{q}{m_{1}, m_{2}, \ldots, m_{p}}$.

Theorem 1. Consider $\operatorname{DASEP}(n, p, q)$ for any positive integers $n, p, q$ with $n>q$.
(1) For any two binary words $w, w^{\prime} \in\binom{[n]}{q}$, we have $\pi_{\mathrm{DASEP}}(w)=\pi_{\mathrm{DASEP}}\left(w^{\prime}\right)$.
(2) For any binary word $w \in\binom{[n]}{q}$ and partition $\lambda=1^{m_{1}} 2^{m_{2}} \cdots p^{m_{p}}$ with $m_{1}+\cdots+m_{p}=q$, we have

$$
\sum_{\mu \in S_{n}^{w v}(\lambda)} \pi_{\mathrm{DASEP}}(\mu)=u^{|\lambda|-q}\binom{q}{m_{1}, m_{2}, \ldots, m_{p}} \pi_{\operatorname{DASEP}}(w) .
$$

In other words, the average of steady state probabilities over orbits of $S_{q}$-action on the particles are all equal up to a power of $u$. This is a polynomial generalization of a combinatorial phenomenon called homomesy defined by Propp and Roby, see[14].

| $\mu$ | $\pi_{\text {DASEP }}(\mu)$ |
| :---: | :---: |
| 011 | $u+3 t+4$ |
| 012 | $u(u+4 t+3)$ |
| 021 | $u(u+2 t+5)$ |
| 022 | $u^{2}(u+3 t+4)$ |


| $\mu$ | $\pi_{\text {DASEP }}(\mu)$ |
| :---: | :---: |
| 0011 | $u+2 t+3$ |
| 0101 | $u+2 t+3$ |
| 0022 | $u^{2}(u+2 t+3)$ |
| 0202 | $u^{2}(u+2 t+3)$ |
| 0012 | $u(u+3 t+2)$ |
| 0102 | $u(u+2 t+3)$ |
| 0021 | $u(u+t+4)$ |

Table 1: The unnormalized steady state probabilities of $\operatorname{DASEP}(3,2,2)$ and $\operatorname{DASEP}(4,2,2)$. We present all states up to cyclic symmetry.

Remark 2. In the special case of $\operatorname{DASEP}(3, p, 2)$, Theorem 1 was proved by David Ash [1, Theorem 5.2].

Example 1. For the partition $\lambda=(2,1,0)$ with $|\lambda|=2+1=3$, we have $S_{3}^{011}((2,1,0))=$ $\{012,021\}$ and $\left|S_{3}^{011}((2,1,0))\right|=\binom{2}{1,1}=2$; also $S_{3}((2,1,0))=\{012,021,102,201,120,210\}$ and $\left|S_{3}((2,1,0))\right|=\binom{3}{1,1,1}=6$.

The following are direct corollaries of Theorem 1.
Corollary 1. For the $\operatorname{DASEP}(n, p, q)$ defined by positive integers $n, p, q, n>q$, and $\lambda, \mu$ two partitions with $\lambda_{1} \leq p, \mu_{1} \leq p, \ell(\lambda)=\ell(\mu)=q$, we have

$$
\frac{\sum_{v \in S_{n}(\lambda)} \pi_{\operatorname{DASEP}}(v)}{\sum_{v \in S_{n}(\mu)} \pi_{\operatorname{DASEP}}(v)}=\frac{\left|S_{n}(\lambda)\right|}{\left|S_{n}(\mu)\right|} u^{|\lambda|-|\mu|}
$$

Let $t=1$, then our model is symmetric, dubbed the "doubly symmetric simple exclusion process (DSSEP)". It is a generalization of the model considered by Salez in [15], which is an exclusion process on a graph (a circle in our case) with a reservoir of particles at each vertex. Recall that $[p+1]_{u}=1+u+\cdots+u^{p}$ denotes the $u$ analog of the integer $p+1$. For DSSEP, it follows from Theorem 1 that

Corollary 2. The partition function of $\operatorname{DSSEP}(n, p, q)$ is

$$
\binom{n}{q}\left(1+u+\cdots+u^{p}\right)^{q}=\binom{n}{q}\left([p+1]_{u}\right)^{q} .
$$

Example 2. For $\operatorname{DASEP}(3,2,2)$, by Theorem 1, we have $\pi_{\text {DASEP }}(012)+\pi_{\text {DASEP }}(021)=$ $2 u \pi_{\text {DASEP }}(011)$ and $\pi_{\text {DASEP }}(022)=u^{2} \pi_{\text {DASEP }}(011)$ which can be seen from Table 1.

Similarly, for $\operatorname{DASEP}(4,2,2)$, Theorem 1 asserts that $\pi_{\text {DASEP }}(0011)=\pi_{\text {DASEP }}(0101)$, $\pi_{\mathrm{DASEP}}(0012)+\pi_{\mathrm{DASEP}}(0021)=2 u \pi_{\mathrm{DASEP}}(0011)$ and $\pi_{\mathrm{DASEP}}(0102)+\pi_{\mathrm{DASEP}}(0201)=$
$2 u \pi_{\text {DASEP }}(0011)$. Since 0201 is a cyclic permutation of 0102 , their steady state probabilities are equal by Remark 2, and Table 1 shows that it is equal to $u \pi_{\text {DASEP }}(0101)$.

To prove Theorem 1, we introduce a new Markov chain that we call colored Boolean process (see Definition 2), and we show that DASEP lumps is a colored Boolean process. This gives a relationship between the stationary distribution of the colored Boolean process and the DASEP; see Theorem 2.

In Theorem 6, we give explicit formulas for the stationary distributions of the infinite family $\operatorname{DASEP}(n, 2,2), n \geq 3$ which depend on whether $n$ is odd or even. Both are described by polynomial sequences given by a second-order homogeneous recurrence relation (see Theorem 6). The polynomials sequences are generating functions of matchings of certain graphs (see Figure 4 and Figure 5). When specialized to $u=t=1$, the polynomial sequences specialize to trinomial transform of Lucas number A082762 and binomial transform of the denominators of continued fraction convergents to $\sqrt{5}$ A084326 [16].
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## 2 The DASEP lumps to the colored Boolean process

In this section, we define the colored Boolean process, and we show that the DASEP lumps to the colored Boolean process. We compute the ratios between steady states probabilities in the colored Boolean process, leading us to understand the ratios between sums of steady state probabilities of the DASEP.

Definition 2. The colored Boolean process is a Markov chain dependent on three positive integers $n, p, q$ with $n>q$ on the set of pairs of binary words and partition in a $q \times p$ rectangle

$$
\Omega_{n}^{p, q}=\left\{(w, \lambda) \left\lvert\, w \in\binom{[n]}{q}\right., \lambda_{1} \leq p, \ell(\lambda)=q\right\}
$$

with the following transition probabilities:

- $Q\left((w, \lambda),\left(w, \lambda^{\prime}\right)\right)=\frac{m_{i}(\lambda) u}{3 n}$ if $\lambda^{\prime}$ is obtained from $\lambda$ by changing a part equal to $i<p$ to a part equal to $i+1$, denoted by $\lambda \nearrow_{i} \lambda^{\prime}$.
- $Q\left((w, \lambda),\left(w, \lambda^{\prime}\right)\right)=\frac{m_{i}(\lambda)}{3 n}$ if $\lambda^{\prime}$ is obtained from $\lambda$ by changing a part equal to $i>1$ to a part equal to $i-1$, denoted by $\lambda \searrow i \lambda^{\prime}$.
- $Q\left((w, \lambda),\left(w^{\prime}, \lambda\right)\right)=\frac{1}{3 n}$ if $w^{\prime}$ is obtained from $w$ by $01 \rightarrow 10$ in a unique position, allowing wrap-around at the end.
- $Q\left((w, \lambda),\left(w^{\prime}, \lambda\right)\right)=\frac{t}{3 n}$ if $w^{\prime}$ is obtained from $w$ by $10 \rightarrow 01$ at a unique position, allowing wrap-around at the end.
- If none of the above applies but $w \neq w^{\prime}$ or $\lambda \neq \lambda^{\prime}$, then $Q\left((w, \lambda),\left(w^{\prime}, \lambda^{\prime}\right)\right)=0$. Otherwise $Q((w, \lambda),(w, \lambda))=1-\sum_{\left(w^{\prime}, \lambda^{\prime}\right) \neq(w, \lambda)} Q\left((w, \lambda),\left(w^{\prime}, \lambda^{\prime}\right)\right)$.

We denote the stationary distribution of $\Omega_{n}^{p, q}$ by $\pi_{\text {CBP }}$. We think of parts of different sizes as particles of different colors, or species; hence the name.

The relation between the colored Boolean process and the DASEP is captured by the following notion.

Definition 3. [9, Section 6.3] Let $\left\{X_{t}\right\}$ be a Markov chain on state space $\Omega_{X}$ with transition matrix $P$, and let $f: \Omega_{X} \rightarrow \Omega_{Y}$ be a surjective map. Suppose there is an $\left|\Omega_{Y}\right| \times\left|\Omega_{Y}\right|$ matrix $Q$ such that for all $y_{0}, y_{1} \in \Omega_{Y}$, if $f\left(x_{0}\right)=y_{0}$, then

$$
\sum_{x: f(x)=y_{1}} P\left(x_{0}, x\right)=Q\left(y_{0}, y_{1}\right)
$$

Then $\left\{f\left(X_{t}\right)\right\}$ is a Markov chain on $\Omega_{Y}$ with transition matrix $Q$. We say that $\left\{f\left(X_{t}\right)\right\}$ is a lumping of $\left\{X_{t}\right\}$.

We may use the stationary distribution of $\left\{X_{t}\right\}$ to compute that of its lumping.
Proposition 1. [9, Section 6.3] Suppose $p$ is a stationary distribution for $\left\{X_{t}\right\}$, and let $\pi$ be the measure on $\Omega_{Y}$ defined by $\pi(y)=\sum_{x: f(x)=y} p(x)$. Then $\pi$ is a stationary distribution for $\left\{f\left(X_{t}\right)\right\}$.

Theorem 2. The projection map on state spaces $f: \Gamma_{n}^{p, q} \rightarrow \Omega_{n}^{p, q}$ sending each $\mu$ to $(w, \lambda)$ if $\mu \in S_{n}^{w}(\lambda)$ is a lumping of $\operatorname{DASEP}(n, p, q)$ onto the colored Boolean process $\Omega_{n}^{p, q}$.

It follows from Proposition 1 that the unnormalized steady state probabilities of the colored Boolean process are proportional to the sums of the unnormalized steady state probabilities of the DASEP as follow:

$$
\pi_{\mathrm{CBP}}(w, \lambda) \propto \sum_{\mu \in S_{n}^{w}(\lambda)} \pi_{\mathrm{DASEP}}(\mu) .
$$

Proof. Fix $\left(w_{0}, \lambda_{0}\right)$ and $\left(w_{1}, \lambda_{1}\right)$, we want to show that for any $\mu_{0} \in S_{n}^{w_{0}}\left(\lambda_{0}\right)$, the quantity $\sum_{\mu: \mu \in S_{n}^{w_{1}}\left(\lambda_{1}\right)} P\left(\mu_{0}, \mu\right)$ is independent of the choice of $\mu_{0}$ and equal to $Q\left(\left(w_{0}, \lambda_{0}\right),\left(w_{1}, \lambda_{1}\right)\right)$. We may assume $\left(w_{0}, \lambda_{0}\right) \neq\left(w_{1}, \lambda_{1}\right)$. Note that this quantity is nonzero only in the following cases:


Figure 2: Transition diagram of $\Omega_{3}^{2,2}$, as a lumping of $\operatorname{DASEP}(3,2,2)$ as shown on the right hand side in Figure 1. The bold edges denote the changes of species, while the regular edges denote the exchanges between particles of different species or between particles and holes.

- If $w_{0}=w_{1}$ and there exists a unique $i<p$ such that $\lambda_{0} \nearrow_{i} \lambda_{1}$, we increase the species of a particle from $i$ to $i+1$, and there are $m_{i}$ ways to do it. For each $\mu \in S_{n}^{w_{1}}\left(\lambda_{1}\right)$, we have $P\left(\mu_{0}, \mu\right)=\frac{u}{3 n}$, so their sum is equal to $\frac{m_{i} u}{3 n}$.
- If $w_{0}=w_{1}$ and there exists a unique $i>1$ such that $\lambda_{0} \searrow_{i} \lambda_{1}$, we decrease the species of a particle from $i$ to $i-1$, and there are $m_{i}$ ways to do $i t$, so the quantity is equal to $\frac{m_{i}}{3 n}$.
- If $\lambda_{0}=\lambda_{1}$ and $w_{1}$ is obtained from $w_{0}$ by $01 \rightarrow 10$ or $10 \rightarrow 01$ at a unique position (allow wraparound). This quantity is equal to $\frac{1}{3 n}$ or $\frac{t}{3 n}$ respectively.

Theorem 3. Consider the colored Boolean process $\Omega_{n}^{p, q}$.
(1) The steady state probabilities of all binary words with the trivial partition are equal, i.e.,

$$
\pi_{\mathrm{CBP}}\left(w, 0^{n-q} 1^{q}\right)=\pi_{\mathrm{CBP}}\left(w^{\prime}, 0^{n-q} 1^{q}\right), \quad \text { for all } w, w^{\prime} \in\binom{[n]}{q} .
$$

(2) The steady state probability of an arbitrary state $(w, \lambda)$ can be expressed in terms of the steady state probability of the corresponding state $\left(w, 0^{n-q} 1^{q}\right)$ with the trivial partition $0^{n-q} 1^{q}$ as follows:

$$
\begin{equation*}
\pi_{\mathrm{CBP}}(w, \lambda)=u^{|\lambda|-q}\binom{q}{m_{1}, \ldots, m_{p}} \pi_{\mathrm{CBP}}\left(w, 0^{n-q} 1^{q}\right) \tag{2.1}
\end{equation*}
$$

Proof. Since the colored Boolean process is irreducible, it suffices to verify the global balance equations. For simplicity of notation, denote $\pi_{\mathrm{CBP}}(w, \lambda)$ by $p_{w, \lambda}$. Let $b_{w}$ be the number of blocks of consecutive 1's in $w$ (allowing wrap-around).

We first check it for the states given by a binary word and the trivial partition $\lambda_{0}=$ $0^{n-q} 1^{q}$. Notice that any occurrence of 01 in $w$ must begin a block, and any occurrence of 10 must signify the end of a block. The balance equation at $\left(w, 0^{n-q} 1^{q}\right)$ is

$$
\begin{equation*}
\left(q u+b_{w}+b_{w} t\right) p_{w, \lambda_{0}}=q p_{w, 1^{q-1} 2}+b_{w} t \sum_{\substack{w^{\prime} \rightarrow w \\ 10 \rightarrow 01}} p_{w^{\prime}, \lambda_{0}}+b_{w} \sum_{\substack{w^{\prime \prime} \rightarrow w \\ 01 \rightarrow 10}} p_{w^{\prime \prime}, \lambda_{0}} . \tag{2.2}
\end{equation*}
$$

Since $\binom{q}{q-1,1}=1$, we are left with

$$
b_{w}(1+t) p_{w}=b_{w} t \sum_{\substack{w^{\prime} \rightarrow w \\ 10 \rightarrow 01}} p_{w^{\prime}}+b_{w} \sum_{\substack{w^{\prime \prime} \rightarrow w \\ 01 \rightarrow 10}} p_{w^{\prime \prime}}
$$

which will be satisfied if we set all $p_{w}$ 's to be equal.
For arbitrary partition $\lambda=1^{m_{1}} 2^{m_{2}} \cdots p^{m_{p}}$, the left hand side of the balance equation at $(w, \lambda)$ is

$$
\left(\left(m_{1}+\cdots+m_{p-1}\right) u+m_{2}+\cdots+m_{p}+b_{w}+b_{w} t\right) p_{w, \lambda}
$$

These account for all the states that $(w, \lambda)$ can transition to.
The right hand side of the balance equation at $(w, \lambda)$ is

$$
\sum_{i<p, \lambda \nearrow_{i} \lambda^{\prime}}\left(m_{i+1}+1\right) p_{w, \lambda^{\prime}}+\sum_{i>1, \lambda \bigwedge_{i i} \lambda^{\prime \prime}}\left(m_{i-1}+1\right) u p_{w, \lambda^{\prime \prime}}+b_{w} t \sum_{\substack{w w^{\prime} \rightarrow w \\ 10 \rightarrow 01}} p_{w^{\prime}, \lambda}+b_{w} \sum_{\substack{w w^{\prime \prime} \rightarrow w \\ 01 \rightarrow 10}} p_{w^{\prime \prime}, \lambda}
$$

These account for all the states that can transition into $(w, \lambda)$. Using Equation (2.1), the multinomial coefficients give

$$
\begin{aligned}
\frac{p_{w, \lambda^{\prime}}}{p_{w, \lambda}} & =\frac{m_{i} u}{m_{i+1}+1}, \lambda \nearrow_{i} \lambda^{\prime} \Longrightarrow m_{i}\left(\lambda^{\prime}\right)=m_{i}-1, m_{i+1}\left(\lambda^{\prime}\right)=m_{i+1}+1, \forall i<p \\
\frac{p_{w, \lambda^{\prime \prime}}}{p_{w, \lambda}} & =\frac{m_{i}}{\left(m_{i-1}+1\right) u}, \lambda \searrow_{i} \lambda^{\prime \prime} \Longrightarrow m_{i}\left(\lambda^{\prime \prime}\right)=m_{i}-1, m_{i-1}\left(\lambda^{\prime \prime}\right)=m_{i-1}+1, \forall i>1 .
\end{aligned}
$$

Then we have a term by term equality for each $i$ where $a$ corresponds to the first summation and $b$ corresponds to the second.

Proof of Theorem 1. This follows directly from Theorem 2 and Theorem 3.

## 3 The colored Boolean process lumps to the restricted random growth model

In this section, we define the restricted random growth model, which is a Markov chain on the set of Young diagrams inside a rectangle. We show that the colored Boolean process lumps to the restricted random growth model.


Figure 3: Transition diagram of the restricted random growth model on $\chi^{2,2}$. The Markov chain on the left can be viewed as a lumping of the Markov chain on the right by rearranging boxes into weakly decreasing order.

Definition 4. Define the restricted random growth model on the the set $\chi^{p, q}=\left\{\lambda: \lambda_{1} \leq\right.$ $p, \ell(\lambda)=q\}$ of all partitions that fit inside a $q \times p$ rectangle but do not fit inside a shorter rectangle, with transition probabilities as follows:

- If $v \nearrow_{i} \lambda$, then $\operatorname{Pr}(v, \lambda)=\frac{m_{i}(v) u}{3 n}$.
- If $v \searrow_{i} \lambda$, then $\operatorname{Pr}(v, \lambda)=\frac{m_{i}(v)}{3 n}$.
- Otherwise if $v \neq \lambda$, then $\operatorname{Pr}(v, \lambda)=0$ and $\operatorname{Pr}(\lambda, \lambda)=1-\sum_{v: v \neq \lambda} \operatorname{Pr}(v, \lambda)$.

We denote the unnormalized steady state probability of the restricted random growth model by $\pi_{\text {RRG }}$.

For two partitions $\lambda$ and $\lambda^{\prime}$, if $\lambda \nearrow_{i} \lambda^{\prime}$, then the Young diagram of $\lambda^{\prime}$ is obtained from the Young diagram of $\lambda$ by adding a corner box to the topmost row of length $i$. If $\lambda \searrow_{i} \lambda^{\prime}$, then we remove the corner box from the topmost row of length $i$. In other words, the restricted random growth model either adds or removes a box from a uniformly chosen part of the Young diagram of the partition (conditioned on staying in the $q \times p$ rectangle) as shown on the right hand side of Figure 3, then rearrange the parts in weakly decreasing order as shown on the left hand side of Figure 3. Random growth models are of independent interests and have been studied by many people [6].

Theorem 4. The projection map on state spaces $\Omega_{n}^{p, q} \rightarrow \chi^{p, q}$ sending $(w, \lambda)$ to $\lambda$ (forgetting the positions of 0 's) is a lumping of the colored Boolean process to the restricted random growth.

It follows from Proposition 1 that

$$
\pi_{\mathrm{RRG}}(\lambda) \propto \sum_{w \in\left(\begin{array}{c}
{\left[\begin{array}{c}
{[]} \\
q
\end{array}\right)}
\end{array}\right.} \pi_{\mathrm{CBP}}(w, \lambda)
$$

Proof. By Definition 3, we need to show that for any $v \neq \lambda$ and binary word $w$ the following equation holds:

$$
\operatorname{Pr}(\nu, \lambda)=\sum_{w^{\prime}} Q\left((w, v),\left(w^{\prime}, \lambda\right)\right) .
$$

Then $Q\left((w, v),\left(w^{\prime}, \lambda\right)\right) \neq 0$ only if $w=w^{\prime}$ by Definition 2 , and this quantity is either $\frac{m_{i}(v) u}{3 n}$ when $v \nearrow_{i} \lambda$ or $\frac{m_{i}(v)}{3 n}$ when $v \searrow_{i} \lambda$.

Theorem 5. The steady state probabilities of the restricted random growth satisfy the following relations for all partitions $v, \lambda \in \chi^{p, q}$ :

$$
\frac{\pi_{\mathrm{RRG}}(\lambda)}{\pi_{\mathrm{RRG}}(v)}=\frac{\left|S_{n}(\lambda)\right|}{\left|S_{n}(v)\right|} u^{|\lambda|-|v|}
$$

Proof. This follows from Theorem 4 and Theorem 3 and a computation on multinomial coefficients.

Proof of Corollary 1. This follows from Theorem 4 and Theorem 5.
Proof of Corollary 2. When $t=1$, for any partition $\lambda$ and for any two weak compositions $\mu, v \in S_{n}(\lambda)$, we have $\pi_{\text {DASEP }}(\mu)=\pi_{\text {DASEP }}(v)$. By Theorem 5 and the requirement for unnormalized steady state probabilities to be coprime, we see that the partition function of DSSEP is

$$
\sum_{\substack{\lambda_{1} \leq p, \ell(\lambda)=q}} u^{|\lambda|}\left|S_{n}(\lambda)\right|=\binom{n}{q} \sum_{m_{1}+\cdots+m_{p}=q} u^{m_{1}+2 m_{2} \cdots p m_{p}}\binom{q}{m_{1}, \ldots, m_{p}}=\binom{n}{q}\left(1+u+\cdots+u^{p}\right)^{q} .
$$

## 4 The stationary distribution of $\operatorname{DASEP}(\mathrm{n}, 2,2)$

In this section, we give a complete description of the stationary distributions when there are two particles and two species, while the number of sites can be arbitrary.


Figure 4: $a_{1}=u+3 t+4$


Figure 5: $b_{1}=u+2 t+3$

| $\mu$ | $\pi_{\operatorname{DASEP}(2 k+1,2,2)}(\mu)$ |
| :---: | :---: |
| $S_{n}((1,1,0, \ldots, 0))$ | $a_{k}$ |
| $0 \ldots 010^{m} 20 \ldots 0$ | $u a_{k}+u(t-1)(t+1)^{m} a_{k-m-1},(0 \leq m<k)$ |
| $0 \ldots 020^{m} 10 \ldots 0$ | $u a_{k}-u(t-1)(t+1)^{m} a_{k-m-1},(0 \leq m<k)$ |
| $S_{n}((2,2,0, \ldots, 0))$ | $u^{2} a_{k}$ |

Table 2: The unnormalized steady state probabilities of $\operatorname{DASEP}(2 k+1,2,2)$.

| $\mu$ | $\pi_{\text {DASEP }(2 k+2)}(\mu)$ |
| :---: | :---: |
| $S_{n}((1,1,0, \ldots, 0))$ | $b_{k}$ |
| $0 \ldots 010^{m} 20 \ldots 0$ | $u b_{k}+u(t-1)(t+1)^{m} b_{k-m-1},(0 \leq m \leq k)$ |
| $0 \ldots 020^{m} 10 \ldots 0$ | $u b_{k}-u(t-1)(t+1)^{m} b_{k-m-1},(0 \leq m \leq k)$ |
| $S_{n}((2,2,0, \ldots, 0))$ | $u^{2} b_{k}$ |

Table 3: The unnormalized steady state probabilities of $\operatorname{DASEP}(2 k+2,2,2)$.

Let $\left(a_{k}\right)_{k \geq 0}$ and $\left(b_{k}\right)_{k \geq-1}$ be polynomial sequences in $u, t$ satisfying the recurrence relation

$$
\begin{aligned}
a_{k} & =(u+2 t+3) a_{k-1}-(t+1)^{2} a_{k-2} \\
b_{k} & =(u+2 t+3) b_{k-1}-(t+1)^{2} b_{k-2}
\end{aligned}
$$

with initial conditions $b_{-1}=0, a_{0}=b_{0}=1, a_{1}=u+3 t+4$.
Theorem 6. Consider matchings $M$ in the cycle $C_{2 k+1}$ or the path $L_{2 k+1}$ with $(2 k+1)$ vertices. Assign each matching $M$ a weight of $(t+1)^{|M|}(u+1)^{k-|M|}$. Then the stationary distributions of $\operatorname{DASEP}(2 k+1,2,2)$ and $\operatorname{DASEP}(2 k+2,2,2)$ are given by Table 2 and Table 3 where $a_{k}$ is the generating function of the matchings in $C_{2 k+1}$, and $b_{k}$ is the generating function of the matchings in $L_{2 k+1}$, i.e.,

$$
\begin{aligned}
& a_{k}=\sum_{M: C_{2 k+1}}(t+1)^{|M|}(u+1)^{k-|M|} \\
& b_{k}=\sum_{M: L_{2 k+1}}(t+1)^{|M|}(u+1)^{k-|M|} .
\end{aligned}
$$
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